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Modified Kendall Association Test

Motivational example

Motivational example

Data from van ’t Veer et al. (2002):

I 78 breast cancer patients;

I 44 remained disease-free for more than 5 years;

I 34 developed metastases within 5 years;

I Gene expression levels of 24,479 oligonucleotides were
measured on each individual;

I Goal: identify important genes that are associated with the
metastases risk.

I Our concern: different genes are identified using different data
sets due to sampling variation.
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Motivational example

Motivational example

Simulation experiment:

I Randomly split the data into two halves. Each consists of 22
patients with good prognosis and 17 with poor prognosis;

I Called sample 1 and sample 2;

I For each sample and each gene, compute the correlation
coefficient between the expression levels and the prognosis
outcome;

I Important genes are those with high absolute correlation
values.
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Motivational example

Motivational example

I The original Kendall
association correlation
coefficient: 0.00522
(p-value=0.112);

I Say, top 5000 genes are
regarded as important;

I Take the top 5000 genes
using ALL 78 patients,
only 17% are regarded as
important in both sample
1 and sample 2 (the black
dots);

I Sample 1 and sample 2
have 1,131 top genes in
common;

I The modified test obtains
a p-value = 0.0000578
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top 5000 correlated genes using all experiments

modified Kendall rank−order test:
at k=5000 test stat: 3.86

p−value: 5.78e−05
Kendall rank−order corr coef:

value: 0.00522
p−value: 0.112

Spearman rank−order corr coef:
value: 0.00786

Fig. 1. An example of two microarray experiment samples showing weak association.

better prediction of disease outcomes. To illustrate the concepts and meth-

ods proposed in this paper, consider a small “experiment” using this data

(downloaded from the paper’s web site). We randomly divide the data into

two equal halves, each with 17 patients with poor prognosis (metastases

within 5 years) and 22 patients with good prognosis (no metastases for

more than 5 years). For convenience of discussion, we call these two halves:

Sample 1 and Sample 2. For each gene, in either sample, correlation be-

tween the log10 gene expression ratios (the real gene expression versus the

background gene expression) and the prognosis label (1=poor, 0=good) is

calculated. In such a study, both positively and negatively correlated genes

are regarded as important. Figure 1 shows the absolute correlation values

from Sample 2 versus those of Sample 1. One can expect that the truly
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Modified Kendall Association Test

Association between two studies on the same objects

Association between two rankings on the same objects

I Xi , i = 1, . . . , n and Yi , i = 1, . . . , n be two sets of
independent rankings of n objects.

I (Throughout, we discuss rankings in decreasing order.)

I Denote αi as the importance of object i .

I Xi ’s and Yi ’s are random representations of the true ranking,
Rank (αi ).

I We assume that

Xi = Rank(αi + εi ),

Yi = Rank(αi + δi ),

where εi
iid∼ F and δi

iid∼ G .

I α’s, F and G are introduced for the convenience of discussion.
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Association between two studies on the same objects

Association between two rankings on the same objects

I Without loss of generality, assume that the objects are
arranged in the order of their importance, that is

α1 ≥ α2 ≥ · · · ≥ αn.

I If α1 = α2 = · · · = αn, X is reduced to Rank(ε), would be
independent of ranking Y=Rank(δ).

I If α1 > α2 > · · · > αn, X and Y will be positively correlated
and the degree of correlation depends on the random variation
of ε’s and δ’s.

I The correlation between rankings X and Y can be used to
measure the variation among the objects’ importance (signal),
relative to the amount of noises.
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Association tests

Kendall rank-order correlation coefficient
The Kendall rank-order correlation coefficient (Kendall, 1955) is
formulated as

T =
# agreements− # disagreements

total number of pairs

I Consider all possible pairs of (Xi ,Xj) in which Xi is lower than
Xj , if

I if Yi is lower than Yj , it is then an agreement;
I if Yi is higher than Yj , it is then an disagreement.

I

# agreements =
n∑

i=1

∑
i 6=j

1(Xi<Xj )1(Yi<Yj ),

# disagreements =
n∑

i=1

∑
i 6=j

1(Xi<Xj )1(Yi>Yj ).
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Modified Kendall Association Test

Association tests

Kendall rank-order correlation coefficient

I If there are no ties,
# agreements + # disagreements = n(n − 1)/2.

I Under the null hypothesis,

E(# agreements) = E(# disagreements) =
1

4
n(n − 1),

var(#agreements) =
1

16
(

4n

9
+

10

9
)n(n − 1).

E(T ) = 0 and var(T ) =
2(2n + 5)

9n(n − 1)
.
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Modified Kendall Association Test

Association tests

When the number of the objects is large

I In most current studies, the number of objects is large, while
the number of objects with higher importance is small.

I H0 : α1 = α2 = · · · = αn ≡ α
I versus a local alternative

Ha : ∃ 1 ≤ k0 � n, s.t.,
α1 ≥ α2 ≥ · · · ≥ αk0 > αk0+1 = αk0+2 = · · · = αn−1 = αn.

I The strength of association measured by the original statistic
is weakened by the large number of objects with
undifferentiated importance.
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Association tests

Modified Kendall association test

I Consider the truncated rankings X c
i = min(Xi , k).

I The number of agreements can then be computed and tested
on the truncated X and Y

I Using the truncated rankings, the noises from the objects with
no signals are reduced.

# agreements =
n∑

i=1

∑
i 6=j

1(X c
i <X c

j )1(Y c
i <Y c

j )

and under the null hypothesis

E(# agreements) =
1

4
n(n − 1)

(
1−

(
n−k+1

2

)(
n
2

) )2
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Association tests

Modified Kendall association test

var

 n∑
i=1

∑
j 6=i

1(Xc
i
<Xc

j
)1(Yc

i
<Yc

j
)


= n(n − 1)

{
1

4
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1 −

(n − k + 1)(n − k)
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Association tests

Modified Kendall association test

I The modified Kendall rank-order test statistic is defined as

T c =
# agreements− E(# agreements)√

Var (# agreements)
.
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Modified Kendall association test
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Fig. 2. Sampling distributions using truncated rankings versus full rankings under the
null and alternative hypotheses. Each distribution is based on 5000 simulations on 1000
objects. The alternative hypothesis used is specified as in Figure 3 with δ = 5 and
k0 = 50. The smooth curves in the plots represent the standard normal distribution
used in the approximation of p-values.

modified statistic, the signal becomes stronger because of the removal of a

substantial amount of noise.

3. Simulations and Results

3.1. Simulation models

The local alternatives can take many forms of departures from the null

hypothesis. For assessing the proposed method, we consider here a class of
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Simulation and evaluation

Simulation setup
I n objects, among which the top k0 objects are important and

with linearly increasing importance.
I Signal: δ is the highest importance value.
I Noises with standard deviation σ is added to the observed

importance.

May 9, 2006 18:27 WSPC/Trim Size: 9in x 6in for Review Volume Zheng˙Lo-final

12 T. Zheng & S. Lo

alternatives of the form as shown in Figure 3. As mentioned in Section 2.2,

we assume the true merits α’s are ordered. In each of the simulation model,

a number, k0, of α’s are set to be higher than the rest of the objects that

have identical merit values. For those that have higher merit values, we

specifies the values to have linear increments, while the highest α value, α1,

was δ higher than the value of the undifferentiated objects. In other words,

αi−1 − αi = δ/k0, for 2 ≤ i ≤ k0 and αi−1 − αi = 0 for k0 + 1 ≤ i ≤ n. For

convenience, F and G were taken to be normal distributions with mean 0

and standard deviation σ.

Simulation model diagram

le
ve

ls
 o

f t
ru

e 
m

er
it

k0

n

δ

Fig. 3. Alternative model used for simulations

3.2. Results

For the class of alternatives that are considered in the simulation studies,

the strength of the signal from the objects with higher α values depends on

the elevation of merit, δ, and the noise standard deviation σ: The higher

the ratio between δ and σ, the more distinct the top objects are from the

rest of the evaluation pool. Without loss of generality, we fix σ to be 1 and

vary only the value of δ.

In Figure 4, power performance of the modified Kendall rank-order test

on simulated data with 500 objects are plotted at each possible truncation

values, k, under two specifications of δ and different values of k0. When

k = n, the modified test becomes the original Kendall rank-order test.

First, we observe that the power curves attain the peaks around the “right”

specification of k, i.e., around the real value of k0. Trimming too many

objects (smaller values k) and too few (larger values of k) both result in

15 / 28
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I Signal: δ is the highest importance value.
I Noises with standard deviation σ is added to the observed
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specifies the values to have linear increments, while the highest α value, α1,

was δ higher than the value of the undifferentiated objects. In other words,

αi−1 − αi = δ/k0, for 2 ≤ i ≤ k0 and αi−1 − αi = 0 for k0 + 1 ≤ i ≤ n. For

convenience, F and G were taken to be normal distributions with mean 0

and standard deviation σ.
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3.2. Results

For the class of alternatives that are considered in the simulation studies,

the strength of the signal from the objects with higher α values depends on

the elevation of merit, δ, and the noise standard deviation σ: The higher

the ratio between δ and σ, the more distinct the top objects are from the

rest of the evaluation pool. Without loss of generality, we fix σ to be 1 and

vary only the value of δ.

In Figure 4, power performance of the modified Kendall rank-order test

on simulated data with 500 objects are plotted at each possible truncation

values, k, under two specifications of δ and different values of k0. When

k = n, the modified test becomes the original Kendall rank-order test.

First, we observe that the power curves attain the peaks around the “right”

specification of k, i.e., around the real value of k0. Trimming too many

objects (smaller values k) and too few (larger values of k) both result in
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I Noises with standard deviation σ is added to the observed

importance.

May 9, 2006 18:27 WSPC/Trim Size: 9in x 6in for Review Volume Zheng˙Lo-final

12 T. Zheng & S. Lo

alternatives of the form as shown in Figure 3. As mentioned in Section 2.2,

we assume the true merits α’s are ordered. In each of the simulation model,

a number, k0, of α’s are set to be higher than the rest of the objects that

have identical merit values. For those that have higher merit values, we

specifies the values to have linear increments, while the highest α value, α1,

was δ higher than the value of the undifferentiated objects. In other words,

αi−1 − αi = δ/k0, for 2 ≤ i ≤ k0 and αi−1 − αi = 0 for k0 + 1 ≤ i ≤ n. For

convenience, F and G were taken to be normal distributions with mean 0

and standard deviation σ.

Simulation model diagram

le
ve

ls
 o

f t
ru

e 
m

er
it

k0

n

δ

Fig. 3. Alternative model used for simulations

3.2. Results

For the class of alternatives that are considered in the simulation studies,

the strength of the signal from the objects with higher α values depends on

the elevation of merit, δ, and the noise standard deviation σ: The higher

the ratio between δ and σ, the more distinct the top objects are from the

rest of the evaluation pool. Without loss of generality, we fix σ to be 1 and

vary only the value of δ.

In Figure 4, power performance of the modified Kendall rank-order test

on simulated data with 500 objects are plotted at each possible truncation

values, k, under two specifications of δ and different values of k0. When

k = n, the modified test becomes the original Kendall rank-order test.

First, we observe that the power curves attain the peaks around the “right”

specification of k, i.e., around the real value of k0. Trimming too many

objects (smaller values k) and too few (larger values of k) both result in

15 / 28



Modified Kendall Association Test

Simulation and evaluation

Performance of the modified test under different
signal-to-noise ratios
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Evaluating the repeatability of two studies 13

loss of power. The most striking performance gain due for the modified

rank-order test is observed when the signal is weaker and the number of

the objects with higher merits is smaller (say, δ = 3, k0=10). As shown

in this example, the original Kendall rank-order statistic has little power

when the proportion of true signal is less than 5%, while the modified test

maintains a power of higher than 70% for a reasonable range of k values

around the true (unknown) value of k0.

0 100 200 300 400 500

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

δ = 3 , σ = 1

k

po
w

er

n = 500 , k0 = 10
n = 500 , k0 = 20
n = 500 , k0 = 30
n = 500 , k0 = 40

0 100 200 300 400 500

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

δ = 9 , σ = 1

k

po
w

er

n = 500 , k0 = 10
n = 500 , k0 = 20
n = 500 , k0 = 30
n = 500 , k0 = 40

Fig. 4. Power performance of the modified Kendall rank-order association test under
two sets of alternatives. The power is estimated using 500 simulations. The models used
for simulation are specified as in Figure 3 with δ = 3 versus δ = 9, while k0 takes four
different values.

Figure 5 shows the comparison of the power performance between the

modified rank-order test and the test based on the number of overlapping

top objects as described in Section 2.4. The models used for this comparison

have δ = 3 and σ = 1 with k0 varying. For the test based on the number of

overlapping top objects, the clearest pattern in Figure 5 is that the power

curves drop dramatically as the specified truncation number k departs from

the true value k0. This method is not useful when the value k get closer to

the total number of the objects, n, by definition. On the other hand, the

signal of the top objects is better preserved and reflected by the modified

rank-order test when k differs from k0. This is due to the fact that the test
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Modified Kendall Association Test

Simulation and evaluation

Computational notes

I The computational complexity of a single rank-order
association test statistic is of O(n2), comparing with the
computation of the correlation coefficient at O(n). However,
T c(k + 1) can be updated from T c(k).

I From 1(min(Xi ,k+1)<min(Xj ,k+1))1((min(Yi ,k+1)<min(Yj ,k+1)) to
1(min(Xi ,k)<min(Xj ,k))1((min(Yi ,k)<min(Yj ,k)), only a small number
of elements change values.

I Using such a sequential update, all T c(k), k = 1, . . . , n can
be computed in an operation of O(n2) complexity.
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Modified Kendall Association Test

Simulation and evaluation

Sequences of T c(k)

0 100 200 300 400 500

0
5

10
15

(a) under the null hypothesis

k

z

●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●

●●●●●●●
●

●●●●●●

●●●●●

●●●●●
●●●●

●●●●
●●●●

●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

0 100 200 300 400 500

0
5

10
15

(b) δδ == 3 , σσ == 1

k

z

●●●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●●●

●
●●●●●

●
●

●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

18 / 28



Modified Kendall Association Test

Simulation and evaluation

Sequences of T c(k)

0 100 200 300 400 500

0
5

10
15

(a) under the null hypothesis

k

z

●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●

●●●●●●●
●

●●●●●●

●●●●●

●●●●●
●●●●

●●●●
●●●●

●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

0 100 200 300 400 500

0
5

10
15

(b) δδ == 3 , σσ == 1

k

z

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●

●
●

●●
●

●
●●

●
●

●●
●

●
●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

19 / 28



Modified Kendall Association Test

Applications

Back to the breast cancer example

100 simulation experiments using randomly partitioned samples.
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Modified Kendall Association Test

Applications

Pattern due to weak signals?
Simulation with small number of important objects and low

signal-to-noise ratio.
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Modified Kendall Association Test

Applications

Application to an eQTL example

I Affymetrix Human Focus Arrays, with 8500 transcripts were
measured on 194 individuals in 14 CEPH families (Morley et
al., 2004).

I Genotypes of these CEPH individuals on 2882 SNPs across
the genome were obtained from The SNP Consortium
(http://snp.cshl.org/linkage maps/).

I We examined 18 transcripts that are related to several
candidate genes of breast cancer.
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Modified Kendall Association Test

Applications

Application to an eQTL example

Linkage map
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Modified Kendall Association Test

Applications

Application to an eQTL example
Compare linkage signals for two gene expression traits (NBR1 and
RAD51AP). (Overlapped linkage signals indicate evidence for
co-regulation of these two transcripts.)
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Modified Kendall Association Test

Applications

Application to an eQTL example

From OMIM (Online Mendelian Inheritance in Man):
“Dong et al. (2003) isolated a holoenzyme complex containing
BRCA1 (113705), BRCA2, BARD1 (610593), and RAD51, which
they called the BRCA1- and BRCA2-containing complex (BRCC).
. . . . . . concluded that the BRCC is a ubiquitin E3 ligase that
enhances cellular survival following DNA damage.”
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Modified Kendall Association Test

Discussion and conclusion

An alternative method: examine the extent of overlap

May 9, 2006 18:27 WSPC/Trim Size: 9in x 6in for Review Volume Zheng˙Lo-final

14 T. Zheng & S. Lo

using the overlap of top objects only reduces noises from the undifferen-

tiated objects, while the modified rank-order test takes into account the

informative order of the top ranks through the use of the truncated ranks

and gain more power to detect the real signals.
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Fig. 5. Power performance of the modified Kendall rank-order association test and the
test based on the overlapping top objects. The power is estimated using 500 simulations.
The model used for simulation is specified as in Figure 3 with δ = 3 and σ = 1, while k0
takes four different values.

4. Discussion and conclusion

4.1. Departure from normality

The sampling distributions of the modified Kendall rank-order test statis-

tic can be well approximated by normal distributions when k is not very

small. However, when based on the truncated ranks, if k and n are both

small (say n ≤ 30, k ≤ 5), the sampling distribution under the null hy-

pothesis becomes more discrete. This is because, conditioning on the total

number of agreements and disagreements combined, the distribution of the

number of agreements is a binomial distribution with probability 0.5. The

combined total number of agreements and disagreements equals the num-

ber of informative pairs of objects (those that have at least one falling into
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Modified Kendall Association Test

Discussion and conclusion

Conclusion and future work
I This modified association test removes noises from

uninformative rank values and thus is more powerful in
detecting the true signal.

I Due to the use of ranks, this test can be used to compare
information extracted differently (such as linkage and
association in gene mapping efforts) or on different scales
(differently normalized gene expression experiments).

I If used on random partitions of a data set, the sequence of the
test statistic contains information on the number of truly
important objects.

I Future work on this project including more theoretical and
computation evaluation of this test statistic, especially on the
T c(k) sequences and its application to the selection of
important objects and incorporation of multiple evaluations.
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Modified Kendall Association Test

Discussion and conclusion

Thank you!
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